**LUNG CANCER PREDICTION**

U daljem tekstu nalazi se šema plana izrade projektnog zadatka.

Obrada nepotrebnih vrednosti:

U našoj bazi imamo 1000 uzoraka i 26 obeležja .Obzirom da indeks i ID pacijenta obeležja ne igraju značajnu ulogu u našem slučaju,smatramo da možemo samo odbaciti kolone gde se nalaze ta obeležja.

Nakon što smo završili sa odbacivanjem obeležja koja nećemo koristiti nadalje, možemo se pozabaviti i sa direktnim odbacivanjem uzoraka, ali zbog jako dobrog prvobitnog stanja baze, nije bilo potrebno odbaciti nijedan uzorak jer nemamo nedostajuće vrednosti.

Nakon ovoga pristupamo podeli podataka na trening i test skup. Odvojićemo 80% podataka za trening, a 20% na test skup – nasumičnim odabirom.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARsAAACBCAIAAAB/xYnnAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAVMSURBVHhe7dtRdpw6EIRhr8sLmvV4Nd6MF5NI6gIEeObK53YT5P6/lyABjihUxw8kb38A+KFRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaBXiiUYAnGgV4olGAJxoFeKJRgCcaNbG3hca4gatfhrYAMAlt3GE0CnhFG3cYjQJe0cYd9s8apTH+B0VJmAGULI1KRVESZgAlS6NSUZSEGUDJ0qhUFCVhBlCyNCoVRUmYAZQsjUpFURJmACVLo1JRlIQZQMnSqFQUJWEGULI0KhVFSZgBlCyNSkVREmYAJUujUlGUhBlAydKoVBQlYQZQsjQqFUVJmAGULI06e9df2Hv/+Pp86Fgen7q++frQbf203WIz5wtsZv9jgtkKCo3hR8nSqGdsv5cmaWz10Ph0sk28vx8q8m2j1tto1K+iZGnUMy8btetK0S5+fB47cmqUda6f6a6+QP3LG41jtGc8KMFZGp0+hqam2w073Xu4K62URj1jb/ZJow6FasM6OpTk3KiPz+3HHi6+Ql1Oo3GklwEudheVwZbG6fa7K6s1Gg/L3ahV/6q7rbK/65tGfW2Tdm3uRvUJ7Z1uv7v6II3Gw3I3qo0Pp3Y7ZXeu3y/thM3rBvt1lbtRdtF5/pvb786eo9B4GI06nLPaHNi5J43S/Y9HPZ2sUZvljF1nuqtPt9+dPUGh8TAatQ5aG3bTVXfjs0b12yj376jVEsghoWeX31BbfqXxMBq1jd4eH9+8d22OUpXnjVp+AI3a9GnRqDha5uWN+pUU5W0aVa5ZJ/aFolFhtEwa5UFR/sNG9Wp77Crpf1/TqChaJo3yoCgJM4CSpVGpKErCDKBkaVQqipIwAyhZGpWKoiTMAEqWRqWiKAkzgJKlUakoSsIMoGRpVCqKkjADKFkalYqivF2Y61ep/vtT/X7F9yh/WuYcjbr7zrDFFRpH6z7qbgl0H3Vtsk3Ur7v18uUr72R9olE/0u2B07+TaWbZGVruNWGWJ1cISqqO7LDN12TaYZ1rEa1Ztaum6hON+oH25u31rptg0p1RF9pofBVLqwTRxbYF1ybrXJ1Qjss186jP0mg8LF2j1t2wHi8vfXnr8+yMus5G46ssCW0H1RaiTRcl5nZ8q9TG2AMUGg9L16j1fff/dWPSnWGLKzS+hqXyKrdNvaBcaaeqmyX4nNZLo8asVdEbnnRnaC1XhqkE9Pj/kZtSa3/W+WU8g/pgjcbD8jXKdsHyoovyru1oup1RF91oHG6XU7GLqp3cYmnn2rAd1YvqwR1yG1EftNF4WLpG7d77skMm3Rl18Y3GsY51qrrg9rGtWVX1VD2uf94htxH1WRuNh6VrVLcHdFzf8Zw7oyzUaBzJEtqxCFpeZslpn1qx3jxLn2jUT+z2xvaKJ9wZtpZCY/hRsjQqFUVJmAGULI1KRVESZgAlS6NSUZSEGUDJ0qhUFCVhBlCyNCoVRUmYAZQsjUpFURJmACVLo1JRlIQZQMnSqFQUJWEGULI0KhVFSZgBlOxEjQKmoI07jEYBr2jjDqNRwCvauMOubhTwu9EowBONAjzRKMATjQI80SjAE40CPNEowBONAjzRKMATjQI80SjAE40CPNEowBONAjzRKMATjQI80SjAE40CPNEowBONAvz8+fMXeLdbP7vZjSAAAAAASUVORK5CYII=)

Nakon podele pristupamo odabiru algoritama za rešavanje problema.

Za smanjenje dimenzionalnosti koristićemo PCA algoritam.

Zadržaćemo maksimalnu varijansu u podacima i očuvati što više informacija u novom-smanjenom prostoru obeležja.

Skup za trening ćemo deliti na 10 delova za unakrsnu validaciju (GridSearchCV)

Evaluacija najboljih modela na test skupu.

Biraćemo najbolje modele iz svakog algoritma i dobijene rezultate ćemo prikazati grafički.

LOGISTIČKA REGRESIJA

Prvi pristup koji koristimo je Logička regresija i ovo su koraci po kojima ćemo raditi. Nakon prikupljanja, pretprocesiranja i podele podataka na trening i test skup, pristupamo fitovanju i evaluaciji modela.

Parametri koje koristimo u ovom algoritmu su: fit\_intercep , class\_weigh, solver i multi\_class.

KNN ALGORITAM

Naredni algoritam koji koristimo je KNN algoritam:

1. Obučavamo skup prema najboljem izboru

2. Vršimo predikciju

3. Računamo preciznost

4. Računamo matricu konfuzije

Parametri:

gridSearch – idealan broj suseda

n\_neighbors – broj suseda koje razmatramo(parameter k)

weights – značaj svakog od k najbližih suseda

metric – funkcija rastojanja(minkowski)

NAIVNI BAJESOV KLASIFIKATOR

Poslednji algoritam je Naivan Bajesov algoritam, a njegovi koraci su sledeći:

1. Računamo verovatnoće

*P*(*C*∣*X*)=*P*(*X*)*P*(*X*∣*C*)⋅*P*(*C*)​

2. Nezavisni atributi

3. Vršimo predikciju

4. Odabir klase sa najvećom verovatnoćom